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Executive Summary

The need to monitor and understand the earth environment and the associated impacts of possible changes in the environment on human activities make observations and information on the environment increasingly important.  At a fundamental level, observations form the basis for information needed by decision makers to define policies on the environment, affecting everything from land use and agriculture to transportation and energy.  Collection of these observations, as the basis for so many decisions, might be regarded as the single most important component of NOAA’s mission.  

A variety of systems are deployed to observe the environment, by NOAA and by many other organizations.  These systems are often used to support multiple activities with diverse requirements, e.g. atmospheric observations support real-time weather forecasting as well as retrospective climate analysis; ocean and coastal observations are made to support fisheries and maritime interests as well as hazard monitoring and disaster management.  However, at times these various activities place very different demands upon the observing systems.  Making optimal use of observations for a variety of purposes while balancing the disparate, and sometimes contradictory, requirements placed upon them is a constant challenge.

In early 2002 Vice Admiral Conrad C. Lautenbacher, Jr., USN (Ret.) called for a fundamental review of NOAA to examine the Agency’s strengths and opportunities for improvement.  A Program Review Team reviewed and debated issues submitted by employees and over several months developed suggestions for building a better NOAA.  These suggestions were distilled into 68 specific recommendations. 

Recommendation 32 addressed centrally planning and integrating all observing systems within NOAA and indicated a clear need for a NOAA-wide observing system architecture.  The NOAA Administrator responded be stating:

I concur with the PRT recommendation that NOAA centrally plan and integrate all observing systems. I will assign this responsibility to a matrix management team, with NESDIS providing the program manager. I do not currently endorse the PRT recommendation to assign acquisition authority for all observing systems to NESDIS. 
NESDIS should lead a cross-cut team to develop an observational architecture commencing immediately. This should capitalize on on-going efforts (e.g., coastal observations). This architecture should capture the state today as well as the future state (e.g., 10 to 20 years). With this architecture, NOAA would be able to assess current capabilities and identify short-term actions.

A cross-cutting team led by NESDIS should conduct a systemic review of all other observing systems. The following factors should be considered for observing systems to determine the desirability of consolidating them:

· The required characteristics of the system (i.e., reliability, performance, maintainability)

· The number of and types of users of the system

· The estimated value of the capital asset and its recurring maintenance cost
In accordance with these instructions the NOAA Observing System Architecture (NOSA) Action Group, directed by the NOSA Senior Steering Group, were established to develop an observational architecture.  Up to this point NOAA has not had well-defined coordination of its observing systems and has not had an observing system architecture to use in assessing proposed new requirements or observing systems.  This decentralization of observing responsibility and lack of a comprehensive architecture has made it difficult to ensure that observing systems are:

a. designed to provide the maximum value to NOAA,

b. not duplicative of existing systems, and 

c. operated efficiently and in a cost-effective manner.

NOAA can manage its observation system more efficiently and effectively.  To this end, NOSA is proposed.  It defines a consistent set of principles, policies, and standards that will guide the engineering of NOAA’s observing systems and infrastructure in a way that ensures alignment with mission requirements. 

NOSA is defined as the composition of:

· NOAA’s observing systems and other observing systems required to support NOAA’s mission,

· The relationship among observing systems including how they contribute individually and collectively to support NOAA’s mission and associated observing requirements, and

· The guidelines governing the design of a target architecture and the evolution to this target architecture

The target architecture will:

· Provide an integrated view of NOAA’s observing systems linked to mission

· Provide a framework for examining future requirements and cost, and allows evolutionary improvements

· Support discovery of gaps and duplication

· Lead to a more cost-effective overall observation system 

· Allow all NOAA observations to be accessible by all NOAA customers

· Assist NOAA in its participation in international observing systems

· Help to identify opportunities for migrating research observations into operational status when appropriate.

Key questions for the definition of the architecture:

· What were and are the driving needs?

· What are the current systems that satisfy these needs?

· What is the gap (current and future) between the driving needs and current capabilities?

· When will current capabilities start degrading or disappearing?

· What competing systems provide these capabilities?
· Who benefits from the current and future capabilities?

· Who are the users?  Operators?   Owners?  Suppliers?

· Who are the NOAA partners that contribute to providing these capabilities?

· How are the NOAA systems tied together with systems outside NOAA responsibility?

The first step in development of a comprehensive NOSA is the definition of a baseline architecture.  It is understood that NOAA observing systems are often part of larger international systems and that there are many observing systems operated by other agencies within the nation.  The NOSA Team concentrated its initial effort on cataloguing and describing only NOAA owned and/or operated systems, including both operational and research systems.  Once these systems have been fully described, the effort can be expanded to take into consideration systems operated by other agencies.  After all of the observing systems operated by NOAA and other agencies have been identified and described an overall target architecture can be developed.
As the first step in defining NOSA, a comprehensive data collection effort was conducted for current NOAA observing systems.  All line offices participated in a survey to collect information on observing systems that are operating or have been approved for deployment.  The designated representatives of each line office entered the information pertaining to their observing systems.  This information was then checked and approved within the line office and entered into a comprehensive NOSA database.

The development of the NOSA is undoubtedly the most comprehensive compilation of observing system data in NOAA’s 40-year history.  At the completion of the data collection effort, architecture data has been captured on 99 operational and research observing systems, comprising 29,318 currently deployed system platforms or stations. For each observing system, 147 blocks of information were collected.  These individual blocks of information range in complexity from as little as a single data point to as much as a full system briefing, schedule, spreadsheet of platform locations, or an image of the system.  More than 500 different environmental parameters measured by those observing systems are described.

The NOSA database and is suite of software tools can respond to queries and produce a variety of reports.  Examples include:

· Descriptions of NOAA’s 99 observing systems, including system purpose, intended use (operational or research), life cycle phase (concept development, operations, retired, etc), schedule, and system quantities (currently deployed, programmed, and needed)

· Costs for each observing system including initial acquisition cost (or replacement cost), subsequent upgrade costs, and several categories of operations and maintenance (O&M) costs

· Environmental parameters measured by NOAA’s observing systems

· Application of NOAA observing systems to the new NOAA strategic goals proposed in the Draft NOAA Strategic Plan.

· Maps of locations of observing platforms or stations can be overlaid and compared (as shown in the figure below).

A variety of queries are possible, such as show the observing systems owned by NOS, or list observing systems that measure sea surface temperature, or show observing systems that support measurement of the heat content of the ocean.  The results can be presented as tables or, where appropriate, as maps.  The system also supports quality control and queries directly over the World Wide Web 
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Nearing completion of the first phase of the NOSA effort, it is recommended that:

· The baseline NOSA process be approved for NOAA-wide implementation.

· A governance process be established to maintain the content of the NOSA database and maintain the software needed for that maintenance as well as for responding to queries and producing products.

· The NOSA effort continue toward development of a target NOAA Observing Systems Architecture.  Ideally this should be led by a NOAA Strategic Architecture office as part of new PPI AA (longer term), while relying upon the core team that established the baseline NOSA. 
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1. INTRODUCTION

1.1. Observing Systems Background

The need to monitor and understand changes in the earth environment and the associated impacts of possible changes in the environment on human activities make observations and information on the environment increasingly important.  At a fundamental level, observations form the basis for information needed by decision makers to define policies on the environment, affecting everything from land use and agriculture to transportation and energy.  In fact, collection of these observations of the environment, as the basis for so many decisions, might be regarded as the single most important component of NOAA’s mission.  

A variety of systems are deployed to observe the environment.  These systems are often used to support multiple activities with diverse requirements, e.g. atmospheric observations support real-time weather forecasting as well as retrospective climate analysis; ocean and coastal observations are made to support fisheries and maritime interests as well as hazard monitoring and disaster management.  However, at times these various activities place very different demands upon the observing systems.  Short-term predictions depend upon a large number of observations on a global scale, with timeliness the essential constraint.  Detection of subtle changes in the environment requires observations of especially high quality, reliability and consistency: timeliness is less important.  Making optimal use of observations for a variety of purposes while balancing the disparate, and sometimes contradictory, requirements placed upon them is a constant challenge.

Climate observations, which are essential for defining the current state of the Earth’s system and its past history and variability, are currently of particular concern.  The term “climate observations” can encompass a broad range of environmental observations, both space- and surface-based.  These include:

(1) Routine weather observations, which, collected over a long enough period, can be used to help describe the expected climate of a region.

(2) Observations collected as part of research investigations to elucidate chemical, dynamical, biological, or radiative processes that contribute to maintaining climate patterns or to their variability.

(3) Highly precise, continuous observations of climate system variables collected for the express purpose of documenting long-term (decadal to centennial) change.

(4) Observations of climate proxies, collected to extend the instrumental climate record to remote regions and back in time to provide information on climate change for millennial and longer time scales.

Space-based systems have the unique advantage of obtaining global spatial coverage, particularly over the vast expanses of the oceans, sparsely populated land areas, and the mid and upper troposphere and stratosphere.  They provide unique measurements of solar output, the Earth’s radiation budget, vegetation cover, ocean biomass productivity, atmospheric ozone, stratospheric water vapor and aerosols, sea level and ocean surface conditions and winds, and tropical precipitation, among others.

However, satellite observations are not sufficient.  In-situ measurements are needed for calibration and validation of satellite observations and are also required for the measurement of parameters that cannot be estimated from space platforms (e.g., biodiversity, groundwater, carbon sequestration at the root zone, and subsurface ocean parameters).  They also monitor emission or discharge of pollutants and provide long time series of observations required for the detection and diagnosis of global change, such as surface temperature, precipitation and water resources, and weather and other natural hazards. 

1.2. NOAA Observing System Architecture Background

In early 2002 Vice Admiral Conrad C. Lautenbacher, Jr., USN (Ret.) called for a bottom-up, fundamental review of NOAA to examine the Agency’s strengths and opportunities for improvement.  A Program Review Team (PRT) was established, comprising sixteen NOAA executives representing each line and staff office.  The PRT reviewed and debated issues submitted by employees and over several months developed suggestions for building a better NOAA.  These suggestions were distilled into 68 specific recommendations.  Vice Admiral Lautenbacher reviewed the recommendations and proposed a set of follow-up actions.

Recommendation 32 addressed centrally planning and integrating all observing systems within NOAA and indicated a clear need for a NOAA-wide observing system architecture.  The NOAA Administrator assigned responsibility for addressing this recommendation to a matrix management team, with NESDIS providing program management.  Recommendation 32 stated 

With the exception of satellite systems, in general NOAA’s observation systems have been developed and deployed by individual line offices to meet specific program needs.  Consequently, these observing systems have not fully realized their potential.  Further, NOAA does not have a consolidated observing system architecture to use in assessing proposed new requirements and observing.

This decentralization of observing responsibility and lack of an architecture has made it difficult to ensure that observing systems are:

· Designed to provide the maximum value to NOAA

· Not duplicative of existing systems

· Operated efficiently and in the most cost-effective manner

The lack of a defined and consolidated NOAA architecture is analogous to the current state of climate observing.  There is currently no comprehensive system designed to observe climate change and climate variability in the U.S.  Instead, we make do with an eclectic mix of observations mostly taken for other purposes.  Observing systems in the U.S. that provide continuing observations, take these observations principally for non-climatic purposes, such as predicting weather, advising the public, and managing resources.  In addition, there are research-observing systems that collect data oriented toward climate process studies or other research programs rather than climate monitoring.  Additional attention to climate monitoring principles, analysis of observations into products, implementation of improved oversight to monitor and rectify problems in systems, and additional attention to management, access and archival of the data would provide an exceptional return on investment by improving the utility of observations for multiple purposes. 

In response to a requirement for more data at higher spatial and temporal resolutions, NOAA has frequently focused on acquiring new observation systems but has not concentrated on wider access to these data.  The PRT considered the following options to improve NOAA observing systems acquisition and management (see Appendix 1 for a more detailed discussion of these options):

1. Status quo, i.e., each line office continues to develop, deploy, operate and maintain its own observational platforms.

2. Centrally plan and acquire all observing systems. The acquisition method and responsibility for operations and maintenance of systems will be determined on a case-by-case basis.

3. Centralize the planning, acquisition, operations and maintenance of observing systems into a single line office.

The PRT found Option 2 the most appropriate for the current NOAA and recommended the following:

The PRT recommends that NOAA centrally plan and acquire all observing systems, with responsibility assigned to NESDIS. Acquisition method and responsibility for operations and maintenance of systems will be determined on a case-by-case basis.

A. NESDIS should lead a cross-cut team to develop an observational architecture commencing immediately. This should capitalize on on-going efforts (e.g., coastal observations). This architecture should capture the state today as well as the future state (e.g., 10 to 20 years). With this architecture, NOAA would be able to assess current capabilities and identify short-term actions.

B. All prospective observing systems should be based on validated requirements, should be consistent with the developed target architecture, and should be presented with plans to address utilization of the data as well as long-term archive of the data.

C. Operation and maintenance of marine environmental buoys and floats (Argo, weather buoys, Tropical Atmosphere Ocean buoy network (TAO), and Coastal-Marine Automated Network (C-MAN) stations) and tide gauges should be consolidated with appropriate expertise into NOS. [See Appendix 3-3]

D. A cross-cutting team led by NESDIS should conduct a systemic review of all other observing systems. The following factors should be considered for observing systems to determine the desirability of consolidating them:

· The required characteristics of the system (i.e., reliability, performance, maintainability)

· The number of and types of users of the system

· The estimated value of the capital asset and its recurring maintenance cost
With the exception of assigning acquisition authority of all observing systems to NESDIS, the NOAA Administrator approved all the PRT recommendations.  In accordance with the Admiral Lautenbacher’s instructions regarding this recommendation, the NOAA Observing System Architecture (NOSA) Action Group, directed by the NOSA Senior Steering Group, were established to develop an observational architecture.  The initial scope of the Action Group was focused on developing the baseline observing system architecture by early 2003 and addressing the target architecture in 2003.  The results of the baseline NOAA observing systems architecture development activities are described in this document.  The results of the target NOAA observing systems architecture development activities will be described in a companion document to be published by the end of CY 2003.  
1.3. Purpose and Rationale

Based on the fiscal year 2004 base budget review, it is estimated that NOAA will spend approximately $1.7 billion annually developing, acquiring, operating and maintaining operational observing systems (NOAA Program Review, May 2002, p. 163).  The types of observations are as varied as the activities they support.  For example, Doppler radars provide timely wind information on local scales to support severe storm forecasts.  New acoustic surveying methods provide observations to support fish stock assessments needed for regulatory activities.  NOAA’s observing needs range from local to global scales.  Many systems are operated by NOAA alone, others in through partnerships and, in some cases, NOAA purchases observations from commercial providers that operate their own observing systems.

NOAA is constantly striving to enhance its observational capabilities to improve its understanding of the state of the atmospheric and oceanic environments as well as living marine resources.  At the same time, NOAA offices have kept abreast of technological developments and have attempted to reduce costs even as capabilities improve.

With the exception of satellite systems, in general, NOAA’s observing systems have been developed and deployed by individual line offices to meet specific program needs.  Consequently, these systems have addressed a narrowly focused set of requirements and have not always been optimally utilized for meeting wider goals.  Often, requirements that are essential to NOAA but outside of the line office’s interests are only considered at a late stage in the development of an observing system and are only accommodated with difficulty.

Up to this point NOAA has not had well-defined coordination of its observing systems and has not had an observing system architecture to use in assessing proposed new requirements or observing systems.  This decentralization of observing responsibility and lack of a comprehensive architecture has made it difficult to ensure that observing systems are:

· designed to provide the maximum value to NOAA,

· not duplicative of existing systems, and 

· operated efficiently and in a cost-effective manner.

For example, climate considerations could have been considered prominently in the system design and implementation of the Automated Surface Observing System (ASOS).  Instead, they were only given serious attention at a very late stage so ASOS is not optimally suited to meeting these requirements.  Today, the Pacific Marine Environmental Laboratory (PMEL) and the National Data Buoy Center (NDBC) both play critical roles in NOAA’s data buoy program.  However, both support operations.  Ideally, PMEL should be focused on research and development with a well-defined transition to operation by NDBC.

NOAA can manage its observation system more efficiently and effectively.  To this end NOAA’s observing system architecture is proposed.  It defines a consistent set of principles, policies, and standards that will guide the engineering of NOAA’s observing systems and infrastructure in a way that ensures alignment with mission requirements.  The Observing System Architecture will:

· Provide an integrated view of NOAA’s observing systems linked to mission

· Provide a framework for examining future requirements and cost, and allows evolutionary improvements

· Support discovery of gaps and duplication

· Lead to a more cost-effective overall observation system 

· Allow all NOAA observations to be accessible by all NOAA customers

· Assist NOAA in its participation in international observing systems

· Help to identify opportunities for migrating research observations into operational status when appropriate.

NOAA should work with Regional, National and International partners to champion an integrated global to local environmental observation and data management system that provides a comprehensive and scientifically validated monitoring capability in support of NOAA’s mission goals.  Improving worldwide environmental observations will enhance NOAA’s ability to protect lives and property, enhance economic opportunities, understand climate variability and promote healthy ecosystems.  

Under the mission goals proposed in the latest strategic plan NOAA should:

· Improve observations to support model development and applications.

· Document change and understand observed changes in historical perspective

· Enhance biological and ecological observations to identify changes and variations and to support research into the causes (including potential climatic causes) of these changes.

· Improve data and information management architecture for research and resource management applications.

1.4. Key science questions

There are a number of overarching science questions dealing with how the Earth-Climate System is changing and what the consequences are for life on Earth.  Observations are a key component to providing answers to these questions:

· How is the global Earth-Climate system changing? (Variability)

· What are the primary forcings of the Earth-Climate system? (Forcing)

· How does the Earth-Climate system respond to natural and human-induced changes? (Response)

· What are the consequences of change in the Earth-Climate system for human civilization? (Consequence)

· How well can we predict future changes to the Earth-Climate system? (Prediction)

The study of global change/climate change requires a strong base of observations in order to address the fundamental question:

To research uncertainty, how can global observations, monitoring and information systems be improved to provide the best possible “climate quality data” for trend analysis, process evaluation, model development/calibration, and applications?

The need for a coherent and accurate system of global observations was a major impetus leading to the establishment of the U.S. Global Change Research Program (USGCRP).  The development of new space-based global observing system capability was a primary focus of the program’s first decade.  The successful development and deployment of a number of atmospheric, oceanographic, and terrestrial in-situ and remote sensing observations (reference the U.S. Global Climate Observing System (GCOS) National Report) has resulted in the availability of unprecedented amounts of high-quality global data for the research community and other users.  Improved capabilities in climate prediction and projection require climate-level quality data in line with internationally adopted principles of climate monitoring (NRC, 1999).  

1.5. Relationship of NOAA Systems to the Global Community

It is well understood, particularly within NOAA, that accurate forecasts of the behavior of the atmosphere and ocean can have huge economic benefits and can even mean the difference between life and death.  Weather systems are constantly on the move and can travel thousands of kilometers in a single day.  It is readily apparent that the atmosphere and oceans do not recognize political boundaries.  Storms do not stop at the border.  To accurately predict the weather, information must be gathered from a very large area; the longer the duration of the desired forecast the greater the area from which observations are needed.  Forecasts of 5 days or longer generally require observations on a global scale.

At the same time, global observations are required to comprehensively monitor the earth’s environment.  A large number of observations are needed to characterize the current three-dimensional state of the total earth system.  To provide information on the evolution and changes in the system over time, repeated observations are needed.  Furthermore, the accuracy, precision and absolute calibration over time of the observations needed to monitor changes in the global environment are extremely demanding.  Detection of a small inter-annual to decadal signal within the much larger diurnal and inter-seasonal signals is a particularly daunting task.

Absolute calibration and maintenance of the accuracy of in situ observing systems is relatively straightforward.  However, global coverage at sufficient spatial resolution is problematic, particularly over the ocean.  Conversely, existing space-based observing systems providing global coverage but their calibration and accuracy over time and between systems are often uncertain.  Thus, comprehensive monitoring requires a combination of in situ and remote sensing systems.

From the beginning of the modern era of instrumented environmental monitoring, it has been clear that international collaboration is required to gather observations over a large area.  The range of global observations needed to understand and monitor Earth system exceeds the capability of any one country.  Collaboration is therefore necessary.  Recognizing this, nations began cooperating to obtain observations of weather over the oceans more than 150 years ago.  Over time, these collaborative efforts became increasingly well organized and there are now several international organizations dedicated to coordinating collection of environmental observations over the globe.

The World Meteorological Organization (WMO) manages the Global Observing System of the World Weather Watch, which coordinates collection of real-time observations, space-based and in situ, needed for weather forecasting.  WMO also manages the Global Atmosphere Watch, which strives to provide reliable long-term observations of the chemical composition of the atmosphere and related parameters in order to improve the understanding of atmospheric chemistry and to support assessments needed to formulate environmental policy.  The Intergovernmental Oceanographic Commission (IOC) oversees the Global Ocean Observing System, which coordinates observations, modeling and analysis of marine and ocean variables, including living resources, to support operational ocean services around the world.  The Committee on Earth Observation Satellites (CEOS), comprising 41 space agencies and other national and international organizations, coordinates international civil space borne missions designed to observe and study the Earth.  The Global Climate Observing System (GCOS), co-sponsored by WMO, IOC, the United Nations Environment Programme and the International Council for Science coordinates collection and dissemination of observations needed to address climate-related issues.  The Integrated Global Observing Strategy (IGOS) has been established to provide further integration of the various environmental observing programs, uniting the major satellite and surface-based systems for global environmental observations of the atmosphere, oceans and land.

The U.S. actively participates in the GCOS Surface Network (GSN), the GCOS Upper Air Network (GUAN), and the Global Atmospheric Watch (GAW).  The US supports 75 GSN stations, 20 GUAN stations, and 4 GAW stations.  These stations are distributed geographically as prescribed in the GCOS and GAW network designs.  The data (metadata and observations) from these stations are shared according to GCOS and GAW protocols.  The GSN and GUAN stations are part of a larger network, which was developed for purposes other than climate monitoring.  Nonetheless, the stations fully meet stated GCOS requirements.

Since 1998, Parties to the United Nations Framework Convention on Climate Change (UNFCCC) have noted with concern the mounting evidence of a decline in the global observing capability and have urged Parties to undertake programs of systematic observations and to strengthen their capability in the collection, exchange, and utilization of environmental data and information.  The U.S. supports the need to improve global observing systems for climate, and we have joined other Parties in submitting information on national plans and programs that contribute to the global capability. 

As a contribution to this effort, the U.S. forwarded a report entitled “The U.S. Detailed National Report on Systematic Observations for Climate – August 2001” to the UNFCCC secretariat in late 2001.  A copy of the report can be found under the Reports Section tab at http://www.eis.noaa.gov/gcos.  This was the first attempt on the part of the U.S. Government to document all U.S. contributions to global climate observations.  The report attempted to include observation systems now known to be relevant, and is representative of the larger U.S. effort to observe environmental variables.

Many of NOAA’s observing systems contribute to larger international systems and this relationship is explicitly defined within the entities and relationships defined for NOSA (see section 2.2 below). 

1.6. Scope
The first step in development of a comprehensive NOSA is the definition of a baseline architecture.  It is understood that NOAA observing systems are often part of larger international systems and that there are many observing systems operated by other agencies within the nation.  However, to define an effort of reasonable cost and duration, the NOSA Team concentrated its initial effort on cataloguing and describing only NOAA owned and/or operated systems, including both operational and research systems.  Once these systems have been fully described, the effort can be expanded to take into consideration systems operated by other agencies.  After all of the observing systems operated by NOAA and other agencies have been identified and described an overall target architecture can be developed.
1.7. Objectives

The principal objectives of the NOSA activity are to:

· Develop an observing system architecture

· Determine baseline (“state today”)

· Conduct a systemic review of all observing systems considering the following factors

· Determine required system characteristics

· Ascertain number of and types of system users

· Determine capital asset value and recurring maintenance costs

· Develop target architecture (“future state”—10-20 years)

· Base prospective observing systems on validated requirements

· Investigate system consolidation and ownership transition (e.g., buoys)

2. THE DATA MODEL

2.1. NOAA Architecture Framework

Development of the NOAA Observing System Architecture is a large and complex undertaking and a variety of software tools have been used to facilitate this effort.  Figure 1 shows the configuration and interaction of the tools that have been used.  The key has been the enterprise architecture tool.  Several architecture tools were evaluated and Metis from Computas, a commercial off-the-shelf enterprise architecture and business process modeling tool was determined to provide the optimal balance of cost versus capabilities.  The Dynamic Object Oriented Requirements System (DOORS) from Quality Systems & Software Ltd. was selected for requirements management, primarily since several large programs within NOAA currently use it.  ArcIMS is one of several geographical information system (GIS) tools used within NOAA to help visualize and analyze data in their geospatial databases.  NOAAForge is a collaborative development and management environment based on SourceForge 2.0 Open Source development software.  It provides easy access to mailing lists, bug tracking, message boards/forums, task management, permanent file archival, full backups, and total web-based administration.  For the NOSA project, the survey feature in NOAA Forge has been its most important contribution.
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Figure 1.  Tool suite for the NOAA Observing System Architecture project

2.2. NOSA model

The NOSA team has used “knowledge modeling” as the basic approach to capture and manage information about the systems and other entities associated with the observing system architecture.  The knowledge model characterizes architectural elements such as the observing system itself, sensing elements contained within each observing system, environmental parameters measured by these sensing elements, and so on.  It also captures knowledge about who owns, operates, supports, funds, and acquires these systems.  
Examining all of the entities that are relevant to the architecture and defining the relationships between these entities was a complex undertaking requiring input and expertise from all of the line offices.  The results are summarized in Figure 2, which illustrates the scope and complexity of the architecture.  This complexity explains why it has been difficult to gain a comprehensive understanding of the interactions between all NOAA observing systems and their stakeholders. A well-defined architecture can be instrumental in defining a clear plan for the future.  
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Figure 2.  Entity relationship diagram for the NOAA Observing System Architecture 

The entities and their relationships described in the diagram for NOSA form the basis for the metamodel used in the architecture tool.  A metamodel is a “model of a model.”  In other words, the metamodel defines the elements to be used in modeling something.  Figure 3 shows a high-level view of the metamodel as depicted in the Metis tool.  This view shows the relationships between objects, but does not show the definition of the various relationships.  At this high level the relationship labels are hidden to avoid clutter, but can be turned on whenever it is necessary to examine the particular instances of a relationship.  

The model is quite comprehensive and, thus, contains far more detail than can be shown at this scale.  “Zooming in” to a particular component or area of the model provides further details.  Figure 4 shows the details regarding the observing system object and its two main constituents: sensing elements and processing elements.  There are typically several sensing elements in each observing system and sometimes several dozen measurements per system. 

In addition to the technical elements from the entity relationship diagram, this metamodel also includes additional information such as NOAA strategic goals and relationships to other aspects of NOAA as an entire enterprise.  It is important for the model to be comprehensive so that all relevant relationships can be accounted for.  Consequently, the Observing System Architecture has been designed so that it can be integrated with a higher-level NOAA Enterprise Architecture as shown in Figure 5 on the next page.
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Figure 3.  The NOAA Observing System Architecture metamodel as shown in the Metis enterprise architecture tool
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Figure 4.  Zooming in on the Observing System objects and their relationships
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Figure 5.  The NOAA Enterprise Architecture framework as shown in the Metis enterprise architecture tool

2.3. The NOSA Geospatial Database and GIS (geographic information systems) interface

One important goal of the NOSA project is to facilitate development of multi-purpose observing systems. The NOSA database (described below) includes a variety of metadata for observing systems managed by all of NOAA’s Line Offices. It is a unique and valuable resource that can be used for many purposes.  The Enterprise Architecture tool described above (Metis) is a specialized application of this information. Answering the full spectrum of questions anticipated by NOSA clearly requires analyses that build on the strengths of many tools. The NOSA metamodel describes properties and relationships between the different types of entities shown in Figure 2. Relational database systems are powerful tools for managing, querying and analyzing this type of information. The information from the metamodel was replicated into a commercial relational database system in order to explore the possibility of using the NOSA information to support other applications.

Clearly, any analysis of NOAA observing systems depends critically upon the locations where the observations are made. While Metis supports a wide variety of exploratory analyses and business process queries, it is not optimally suited for geographic or spatial queries.  The relational database we are using includes geospatial data types and operations. This “geospatial” database supports access to the observing system information using desktop and internet-based geographic information systems (GIS).

Answering the full spectrum of questions anticipated clearly requires analysis that builds on the strengths of both of these sets of tools.  Consequently, Metis and the geospatial database must share information so query results can be generated form the information managed by both systems.  A bridge is needed to take full advantage of their combined capabilities.  The integration of these tools is shown in Figure 6.  The Metis model information ingest is shown on the left and is described below. The information is transferred (dotted line) from the NOAA Forge database (MySQL) into an Oracle database with tables that mirror the structure of the metamodel (the Metis Model Proxy). Location information for the observing systems is ingested directly into the geospatial database from many formats (mostly Excel spreadsheets) provided by the observing system managers. In some cases the geospatial data is transferred over a direct database link from other databases. Once the information is in the Metis Model Proxy it is transferred to Metis using the Metis Database Interface (long dashed line). Once in the model, the information can be viewed using Metis or the Metis Web Browser Plug-in.

The Metis tool provides one interface for architectural queries like “show the observing systems owned by NOS”. This query returns a set of observing systems with a button that says “View Map”. When that button is clicked, an XML package is sent via http to a request handler that draws a map showing the selected observing systems. The NOSA Enterprise Geospatial Database also supports tools for doing quality control and database queries directly over the World Wide Web (without Metis). In that case the results can be displayed with a standard web browser (e.g. Netscape and Internet Explorer).

Figure 7 shows the NOSA internet map with several observing systems. This map can show multiple observing systems, each in its own “layer”, which can be turned on and off depending on the systems of interest.  The user can zoom and pan the map and select specific stations using several approaches. For example, if the “Identify Tool” is selected, the user can click on a point on the map and retrieve information about the station at that point. Layers can also contain geographic and political boundaries, geographic features like rivers, lakes, oceans, and mountains, and man-made features such as roads, buildings, dams, and airports. 
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Figure 6.  Integration of NOAAForge, Geospatial Database, and Metis
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Figure 7.  NOSA Internet map showing several observing systems.

3. BASELINE OBSERVING SYSTEM ARCHITECTURE

3.1. Process 

As the first step in defining NOSA, a comprehensive data collection effort was conducted for current NOAA observing systems.  All line offices participated in a survey to collect information on observing systems that are operating or have been approved for deployment.  Two different types of information have been collected in this review: metadata that describes the subject observing systems, and information on the geographic locations and coverage of these observing systems.

The survey feature in NOAA Forge was used to collect basic information about NOAA observing systems from system developers and operators using a set of survey forms as shown in Figure 8.  The structure and content of these surveys were developed based on the metamodel described in section 2.1 above.  A list of the survey questions is provided in Appendix 2.
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Figure 8.  Survey forms used to collect information about the NOSA observing systems and their related elements

The survey form for platforms and stations allows identification of the location and owner of the relevant geospatial databases for each observing system.  This location information was not imported into the Metis tool.  Rather, it was determined to be most efficient to maintain a pointer to the existing database, which is maintained on an operational basis by the responsible office.

Figure 9 shows an example of a hierarchy of surveys in NOAA Forge (for a fictional observing system).  This example was constructed to show system owners how to enter information with NOAA Forge.  The survey “data call” lasted eight weeks and resulted in over 700 survey questionnaires filled out by over one hundred people.  It is estimated that the average time to fill out each survey ranged from about 10 hours for the observing system survey to a few minutes for each environmental parameter
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Figure 9. Example survey tree

Figure 10 shows six survey templates matching the survey types shown in Figure 9.  Below the survey template list is a list of the owners survey documents currently being worked on.  Below the list of documents is a list of all other survey documents in the NOSA project.  Each respondent has read-only access to survey documents other than his or her but is able to review these documents and provide comments on the answers provided.

Figure 11 shows an example survey page (for a Sensing Element).  There are one or more survey pages in each document.  Each survey page has several questions.  The answers to each question are stored in an SQL database that is integral to NOAA Forge.  

The designated representatives of each line office entered the information pertaining to their observing systems.  This information was then checked and approved within the line office.  Once the information had been collected from all of the offices, it was entered into Metis and subject to basic quality control.  

It was agreed that it was more important to allow flexibility in the survey rather than forcing answers into standard responses.  While this ensured that all viewpoints were represented, since the information was entered by a variety of people, there are some inconsistencies in the way instructions were interpreted and information defined.  For example, the various authors have defined ambient air temperature as temperature, air temperature, atmospheric temperature, and surface temperature.  Automated and manual procedures have been developed to merge and consolidate this information so that comparisons can be made across the various observing systems.  However, this has proven to be a time consuming process and was still ongoing as this document was written.
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Figure 10. Survey templates and survey documents as seen in the NOAA Forge tool
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Figure 11. Example survey document for a sensing element

3.2. NOSA Architecture Screen Shot Views
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Figure 12.  A screen shot from the Metis tool showing all NOAA observing systems that measure ‘air temperature’.  On the left, a partial list of the NOAA observing systems is visible.
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Figure 13.  A screen shot from Metis showing all NOAA observing systems that are providing measurements that address NOAA’s climate mission goals.  To visualize these systems, a click of the mouse leads to the following screen with a pull down menu which allows the user to display these observing systems in a GIS map format:
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Figure 14.  Resulting screen with the pull down menus.
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Figure 15.  The resulting web display of the previous Figure’s query.  This is a GIS map display of the selected NOAA observing systems.  The location of each platform of each of the observing systems is displayed with the legend on the right and color coded.  There are then a series of GIS function icons on the left for zoom, identification, more in depth queries, etc.

4. FINDINGS
4.1. Preliminary results
The development of the NOAA Observing System Architecture is undoubtedly the most comprehensive compilation of observing system data in NOAA’s 40-year history.  The success of this effort was due in large part to superb teamwork among the cross-line office NOSA team members and the observing system managers who provided the individual system data.  The NOSA Team has followed a rigorous schedule (see Figure 16) for the past six months to develop the baseline NOSA process.  After developing and testing the survey questions, we conducted the NOAA-wide data call from 31 October – 16 December 2002.  At the completion of the data call, we had captured architecture data on 99 operational and research observing systems.  For each observing system, we collected 147 blocks of information.  These individual blocks of information range in complexity from a single data point at one extreme to a full system briefing, schedule, spreadsheet of platform locations, or an image of the system at the other extreme.  As a result, we have almost 15,000 blocks of information to import (into the enterprise architecture tool), quality control and analyze.  We are still in the midst of that data processing, but have produced some initial products for review.  
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NOSA Project Schedule Summary
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Figure 16.  NOSA Project Schedule Summary
At Appendix 3 is a tabular description of those 99 observing systems.  For each system, we provide a narrative description, system purpose, intended use (operational or research), life cycle phase (concept development, operations, retired, etc), schedule, and system quantities (currently deployed, programmed, and needed).  The appendix shows the 99 observing systems yielding 29,318 currently deployed system platforms or stations.

At Appendix 4 is cost data captured for those 99 observing systems.  Cost categories displayed are initial acquisition cost (or replacement cost), subsequent upgrade costs, and several categories of operations and maintenance (O&M) costs.  The cost information is not yet complete and is still being quality controlled.

At Appendix 5 is a listing of the environmental parameters measured by NOAA’s observing systems.  The appendix shows 521 different environmental parameters measured by those observing systems.  We are currently analyzing the parameters to determine which parameters are uniquely measured and which ones are duplicative between or among different observing systems.

At Appendix 6 is a mapping of NOAA observing systems against the new NOAA strategic goals proposed in the Draft NOAA Strategic Plan (currently scheduled for publication in April 2003).

Upon completion of data import, quality control, and analysis, we will be able to more completely and accurately determine observing system gaps and overlaps.

4.2. Analysis of Results.  To be completed.

4.3. Process Lessons Learned.  To be completed.

5. RECOMMENDATIONS (Interim)


Approve the baseline NOSA process for NOAA-wide implementation.

Although the baseline NOSA is not complete, we are confident the baseline observing systems architecture process developed is sound and useful for fundamental NOAA observing system corporate business decisions.  

Establish a governance process for the baseline NOSA.

Throughout the baseline NOSA development process, many NOSA Team members voiced concern that our efforts would be wasted unless NOSA became a NOAA-wide enterprise tool.  We need to establish a process to maintain the content of the database input into the baseline NOSA, maintain the enterprise architecture tool set that visualizes business queries of NOSA, and train NOAA users of NOSA (program managers, budget personnel, senior leaders, etc) on its use.  Establishing a governance process will ensure NOAA realizes the full benefit of the observing system architecture developed over the past six months.  This governance process will likely require contractor support for model and database maintenance and configuration control, as well as awareness training for NOSA users.


Build the target NOAA Observing Systems Architecture

With the development of the baseline NOSA, we are only half way toward meeting the original PRT #32 tasking; we were tasked to develop both a baseline and target observing systems architecture.  Last August, we were not prepared to begin a target architecture development for two reasons.  First, there was no well-defined requirement process that would result in observing systems built based on validated requirements.  Second, NOAA’s strategic plan was in a state of transition.  Now, with a new NOAA-approved requirements-based management process in place and a new draft NOAA Strategic Plan published, we are in a much better position from which to develop the target NOSA.  Additionally, we now have a core team well poised to develop the target architecture (after six months experience developing the baseline).  We still need two more “pieces of the puzzle” to ensure success of the target architecture team.  First, we need to establish a NOAA Strategic Architecture office or function to lead the target NOSA development.  Ideally, this office or function would reside within the recently approved PPI AA.  However, that office may take some time to be fully functional.  In the mean time, NOAA’s NESDIS could continue leading the NOSA matrix management team.  Second, we need to ensure sufficient resources (funding and personnel) are available for the target NOSA development effort.
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Appendix 1

Consolidation of Operational Observing Responsibilities

(From NOAA Program Review, May 2002 (http://node3.hpcc.noaa.gov/internal/))
Background: 
NOAA’s environmental monitoring and prediction mission, and its stewardship mission both depend on high quality, reliable observations of the environment and living marine resources.  Based on the NOAA FY04 base budget review, it is estimated that NOAA spends approximately $1.7 billion annually developing, acquiring, operating, and maintaining operational observing systems.  The types of observations are as varied as the activities they support.  For example, Doppler radars provide updated wind information on local scales to support severe storm forecasts, and new acoustic surveying methods provide observations to support stock assessments needed for regulatory activities.  NOAA’s observing needs range from the local scale to global, and in the case of space weather, include the sun. Observing systems sometimes support multiple activities, e.g., atmospheric observations that support real-time weather forecasting as well as retrospective climate work; ocean and coastal observations that support fisheries and maritime interests, hazard monitoring and disaster management.  NOAA often seeks partnerships to meet these vast observing requirements. This paper addresses operational observing systems and is not intended to address exploratory development of observing capabilities that is sometimes carried out by NOAA laboratories. 
Problem Statement:   

With the exception of satellite systems, in general NOAA’s observation systems have been developed and deployed by individual Line Offices to meet specific program needs. Consequently, these observing systems have met a narrowly focused set of requirements. Further, NOAA does not have an observation architecture to use in assessing proposed new requirements and proposed observing systems. 
This decentralization of observing responsibility and lack of an architecture has made it difficult to ensure that observing systems are: 
(1) Designed to provide the maximum value to NOAA; 

(2) Not duplicative of existing systems; 
(3) Operated efficiently and in a cost-effective manner. 
For example, NOAA could have included climate considerations in the system design and implementation of the Automated Surface Observing System (ASOS). Today, both the Pacific Marine Environmental Laboratory (PMEL) and the National Data Buoy Center (NDBC) play critical roles in NOAA’s data buoy program, however, they are both supporting operations. Ideally, PMEL should be focused on research and development with a clear transition plan to operations by NDBC. The proposed transition of the tsunami buoys from PMEL to NDBC is a good start in that direction. For OAR, completion of this transition and implementation of the recommendation below will focus resources on critical research to support NOAA’s mission instead of being diverted to support observing systems that have become operational. 

The need for more data that provide higher spatial and temporal resolution is growing exponentially. NOAA currently operates too many observational platforms that are not integrated and are growing too costly to operate and maintain. Additionally, NOAA often finds itself with an observation system but not the means to utilize the data nor to provide long-term archive and access for the data. 

Options: The following options were examined for benefits and drawbacks: 

1. Status Quo, i.e., each LO continues to develop, deploy, operate and maintain its own observational platforms. 

2. Centrally plan and acquire all observing systems. Acquisition method and responsibility for operations and maintenance of systems will be determined on a case-by-case basis. 

3. Centralize the planning, acquisition, operations and maintenance of observing systems into a single LO. 

Option 1: Status Quo
	Pros
	Cons

	1. Least disruptive to implement 
	1. Missed opportunities to achieve economies of scale for procurement/operations. 

	2. Maintains single point of accountability for observing and service delivery 
	2. Little opportunity to ensure that the best technology is being used to acquire the data needed. 

	
	3. Within LO budgets, increased competition for resources between programs and O&M of systems. 



	
	4. At NOAA corporate level, O&M of individual systems may not be a priority and may not be funded in annual budget initiative process.

	
	5. Missed opportunities to leverage observing systems for other mission needs.


Option 2: Centrally plan and acquire all observing systems. Acquisition method and responsibility for operations and maintenance of systems will be determined on a case-by-case basis.
	Pros
	Cons

	1. Provides a single point for observation planning―clear POC for internal and external use. 
	1. Handoff from program planning to acquisition/O&M phase may be difficult 

	2. Ensures opportunities to leverage observing systems for other mission needs. 
	2. Central planning group required to address wide variety of requirements 

	3. Ensures appropriate planning for transition from R&D to operations offices within NOAA. 
	3. Individual LO or program data needs may not be at the top of priority list. 

	4. Provides opportunity to list all observational requirements in central location with higher probability that data needs will be fulfilled. 
	

	5. Observational requirements to support science and management will receive Corporate NOAA attention.
	


Option 3. Centralize the planning, acquisition, operations and maintenance of observing systems into a single LO.

	Pros
	Cons

	1.  Creates single point of responsibility for all observing systems.
	1. Creates a very large LO

	2. Ensures economies of scale for procurement and O&M.
	2. Most disruptive to implement

	3.  Ensures Corporate priority is placed on all aspects of acquiring and O&M of observing systems.
	3. Potentially challenging to maintain responsiveness of the “Observation LO” to the user needs (NOAA LO’s/program).

	4. Provides “one stop shopping” for meeting observational requirements within NOAA and the US Government.
	4. LOs lose the ability to determine priorities for programs internally and will have to compete with external customers.

	5. Ensures opportunities to leverage observing systems for other mission needs.
	

	6. Opportunity to infuse compatible technologies on various platforms leading to an integrated and interoperable observing strategy for terrestrial, oceans, atmosphere.
	


Appendix 2

NOSA Baseline Survey Questions

Survey Type: Observing System

Page 1. Identifying Information

1. System Name

2. Acronym

3. Identifier

4. Description

5. Mission Need Statement (Primary)

6. Mission Need Statement (Secondary)

7. System Purpose

8. Intended Use

9. Life Cycle Phase

10. Environmental Assessment and Prediction Mission 

11. Environmental Stewardship Mission

Page 2. System Overview

1. Key Characteristics

2. System Functions

3. Major Modes of Operation

4. System Picture

5. Block Diagram

6. Schedule

7. System Webpage

8. Reference Documents Upload

9. System Documentation Webpage

10. System Owner (NOAA)

11. Non-NOAA Owners

12. System Operator (NOAA)

13. Non-NOAA Operators

14. System Support

Page 3. System Context

1. Area of Operations

2. Primary Stakeholders

3. Secondary Stakeholders

4. Users of System Data

5. Downstream Users

6. Observational Scope

7. Decision Making


Page 4. Programmatic Information

1. Acquiring Organization

2. Acquisition Authority

3. Initial Acquisition Cost

4. Replacement Cost

5. Subsequent Upgrade Cost

6. O&M Costs - Total

7. O&M Costs - Equipment

8. O&M Costs - Personnel

9. O&M Costs - Facilities

10. O&M Costs - Data

11. O&M Costs - Services

12. O&M Costs - Other

13. Schedule - IOC

14. Schedule - FOC

15. Schedule - EOFC

16. Schedule - EOL

17. Capital Asset Plan

18. Quantity Deployed (Current)

19. Quantity Deployed (Programmed)

20. Quantity Needed

21. Growth Plans

22. Funding Organizations

23. Funding - Higher Level Systems

Page 5. Relationships

1. Platform/Station

2. Sensing Elements

3. Processing Element

4. Data Handling System(s)

5. Higher Level System

6. Related Observing Systems


Survey Type: Platform/Station 

Page 1. Identifying Information

1. Name

2. Acronym

3. Identifier

4. Type

5. Description

6. Owner

7. Operator

8. Operational Regime

9. Webpage

10. Location Map

11. Temporal Characteristics

Page 2. Station Location Data

1. Fixed Location Data

2. Location Data File Upload

3. Database Pointer

4. Database POC

5. Webpage

Page 3. Platform Location Data

1. Operational Area

2. Communications

3. Database Pointer

4. Database POC

5. Webpage

Survey Type: Data Handling System 

General Information

1. System Name

2. Acronym

3. Identifier

4. System Functions

5. Description

6. Models

7. Data Collection

8. Data Request

9. Product Generation

10. Data Archival

11. Data Dissemination

12. Metadata


Survey Type: Sensing Element

Sensing Element Basic Info

1. Sensing Element Name

2. Acronym

3. Identifier

4. Sensing Element Type

5. Sensing Element Description

6. Supplier

7. Description Reference Document

8. Sensing Element Web Page

9. Related Environmental Parameter Surveys

Survey Type: Environmental Parameter

Page 1. Environmental Parameter Basic Info

1. Environmental Parameter Name

2. Description

3. Associated Environmental Phenomenon

4. Measurement Algorithm

5. Measurement Units

6. Minimum Measurement Value

7. Maximum Measurement Value

8. Representative Measurement Accuracy

9. Representative Measurement Precision

10. Representative Measurement Uncertainty

11. Environmental Parameter Timeline

12. Timeline Units

13. Reporting Frequency

14. Sampling Frequency

15. Sampling Duration

16. Measurement Stability

17. Measurement Extent

18. Other Key Parameters

19. Remote Sensing


Page 2. Remote Sensing Details

1. General Coverage Description

2. Representative Horizontal Spatial Resolution

3. Representative Vertical Spatial Resolution

4. Mapping Uncertainty

5. Associated Spectral Characteristics

6. Coverage in a GIS Formatted Geospatial Database 

7. Database POC

8. Geographical Coverage Data

9. Coverage Description Web Page

10. Coverage Description Material

Page 3. Measurement Interest

1. Driving Requirements

2. Interested Community

3. Strategic Goals

4. Other Needs

Page 4. Key Questions

1. Ocean Climate

2. Lower Atmosphere Climate (0-85 km)

3. Upper Atmosphere (> 85 km)

4. Coastal Climate

5. Surface Climate (including Cryosphere)

6. Miscellaneous


Survey Type: Processing Element

Page 1. Processing Element Basic Info

1. Processing Element Name

2. Acronym

3. Identifier

4. Local Processing

5. Human Augmentation

6. Quality Control

Page 2. Data Characteristics

1. Media Formats - Hardcopy

2. Media Formats - Digital

3. Data Format

4. Metadata

5. Processing Levels

6. Data Outlets

7. Data Relay - Method

8. Data Relay - Scheduled vs On-Demand

9. Data Relay - Timing

10. Data Access

11. Data Retention - Storage

12. Data Retention - Period of Record

13. Data Retention - Latency

Page 3. Observational Messages

1. Basic Message Types

2. Summary Message Types

3. Message Description

Page 4. Communications

1. Sensor-Processor Link Type

2. Sensor-Processor Link Description

3. Processor-DHS Link Type

4. Processor-DHS Link Description

Appendix 3

NOAA Observing Systems

Appendix 4

NOAA Observing Systems Costs

Appendix 5

NOAA Observing System Environmental Parameters
Appendix 6

How NOAA Observing Systems relate to NOAA Strategic Goals

	NOAA Observing System
	A. 1. Protect, restore, and manage the use of coastal and ocean resources through ecosystem management approaches.
	B. 2. Understand climate variability and change to enhance society’s ability to plan and respond.
	C. 3. Serve society’s need for weather and water information.
	D. 4. Support the Nation’s commerce with information for safe and efficient transportation.

	NESDIS - POES
	X
	X
	X
	

	NESDIS-GOES I/M
	X
	X
	X
	X

	NESDIS-GOES NOP
	X
	X
	X
	X

	NESDIS-IPO-DMSP
	
	
	X
	X

	NESDIS-MOBY
	X
	X
	
	

	NESDIS-NPOESS-NPOESS
	
	X
	X
	X

	NESDIS-NPOESS-NPP
	X
	X
	X
	

	NESDIS-QUIKSCAT
	
	X
	X
	X

	NESDIS-USCRN
	
	X
	X
	

	NMFS-COMMERCIAL STATISTICS
	X
	X
	
	

	NMFS-Ecosystems
	
	
	
	

	NMFS-Fisheries Observer System
	
	
	
	

	NMFS-HABITAT
	
	
	
	

	NMFS-Habitat Assessment
	X
	
	
	

	NMFS-LMR Surveys
	X
	
	
	

	NMFS-MRFSS
	X
	X
	
	

	NMFS-National Observer Program
	X
	X
	X
	

	NMFS-Protected Resources Surveys
	
	
	
	

	NOS- HYDRO
	X
	X
	
	X

	NOS-CORS
	X
	X
	
	X

	NOS-NCOP
	X
	
	X
	X

	NOS-NS&T MUSSEL
	X
	X
	
	

	NOS-NS&TBENTHIC
	X
	
	
	

	NOS-NS&TBIO
	X
	X
	
	

	NOS-NWLON
	X
	X
	X
	X

	NOS-PORTS
	X
	X
	X
	X

	NOS-SWMP
	X
	X
	X
	

	NWS-ARC
	
	
	X
	

	NWS-ASOS
	
	
	X
	

	NWS-BOY
	
	X
	X
	X

	NWS-COOP-Observing
	
	X
	
	

	NWS-FNP
	
	
	X
	

	NWS-HMISC
	
	
	X
	

	NWS-LARC
	
	
	X
	

	NWS-LTG
	
	
	X
	X

	NWS-MAN
	X
	
	X
	X

	NWS-MDCRS
	
	X
	X
	X

	NWS-METXX
	
	
	X
	

	NWS-NEXRAD
	
	
	X
	

	NWS-Profiling Radar-Alaska Network
	
	X
	X
	X

	NWS-RAWINSONDE
	
	X
	X
	X

	NWS-REGIONAL
	
	
	X
	

	NWS-VOS
	
	
	X
	X

	OAR- Ocean Acoustic Monitoring System
	X
	X
	
	

	OAR-Argo
	X
	X
	X
	X

	OAR-ARL-ISIS
	
	X
	X
	

	OAR-ARL-SURFRAD
	
	X
	X
	

	OAR-ATDD-AIRMoN
	
	X
	X
	

	OAR-ATDD-ETOS
	
	
	X
	

	OAR-ATDD-RAMAN network
	
	
	X
	

	OAR-Atmos. Dispersion Measurement Sys.
	
	
	X
	

	OAR-Cband Radar (ETL Ron Brown)
	
	X
	
	

	OAR-CMDL-CCGG-AIRCRAFT
	
	
	
	

	OAR-CMDL-CCGG-FLASK
	
	X
	
	

	OAR-CMDL-CCGG-OBSERVATORY
	
	
	
	

	OAR-CMDL-CCGG-TOWER
	
	
	
	

	OAR-CMDL-DOBSON
	
	X
	
	

	OAR-CMDL-HATS
	
	
	
	

	OAR-CMDL-STAR
	
	X
	
	

	OAR-ENSO OS Drifting Buoys
	
	X
	X
	X

	OAR-ENSO OS VOS/XBT
	
	X
	X
	X

	OAR-ETL Marine Atmospheric Boundary Layer Observation Syste
	X
	X
	X
	

	OAR-ETL-449 Radar
	
	X
	X
	X

	OAR-ETL-5mmScanningRadiometer
	
	X
	X
	

	OAR-ETL-ABAEL
	X
	X
	
	

	OAR-ETL-Airborne Ozone Lidar
	X
	X
	
	

	OAR-ETL-BAO
	
	X
	X
	X

	OAR-ETL-DABUL
	
	X
	X
	

	OAR-ETL-Fish LIDAR
	X
	
	
	

	OAR-ETL-GRIDS
	
	X
	X
	X

	OAR-ETL-HughesRadiometer
	
	X
	X
	X

	OAR-ETL-INFRASOUND
	
	
	X
	

	OAR-ETL-IRradiometer
	
	
	X
	X

	OAR-ETL-LIDAR-HRDL-ost
	X
	X
	X
	

	OAR-ETL-LIDAR-MOPA-ost
	X
	X
	X
	

	OAR-ETL-LIDAR-TEACO-ost
	X
	X
	X
	

	OAR-ETL-Narrow Band IR Radiometer
	
	
	X
	X

	OAR-ETL-NOAA/K
	
	X
	X
	X

	OAR-ETL-OPAL
	X
	X
	
	

	OAR-ETL-Platteville-915-profiler
	
	
	X
	

	OAR-ETL-PSR
	X
	
	X
	X

	OAR-ETL-RadiometerContainer
	
	
	X
	

	OAR-ETL-RadiometricsRadiometer
	
	X
	X
	X

	OAR-ETL-Rawindsonde-MW15
	
	
	X
	

	OAR-ETL-Rawindsonde-MW21
	
	
	X
	

	OAR-ETL-SODAR
	
	X
	
	

	OAR-ETL-Windprofiler-RB
	X
	X
	X
	

	OAR-ETL-wvdial
	
	X
	X
	

	OAR-FOCI
	X
	X
	
	

	OAR-FRD Mesonet
	
	
	X
	

	OAR-GPS Water Vapor Sensor
	
	X
	X
	X

	OAR-GSLN
	X
	X
	X
	X

	OAR-Portable Cloud Observatory (ETL)
	
	X
	X
	

	OAR-Precipitation Profiling Radars (AL)
	
	
	
	

	OAR-PROFILING RADAR (ETL)
	X
	X
	X
	X

	OAR-Profiling Radar-Cooperative Agency Profilers
	
	X
	X
	X

	OAR-Profiling Radar-NOAA Profiler Network (NPN)
	
	X
	X
	X

	OAR-Profiling Radar-Tethered Aerostat Radar System
	
	X
	X
	X

	OAR-Stratus
	
	X
	
	

	OAR-TAO
	
	X
	
	

	OAR-Wind Profiling Radars UHF (AL)
	
	X
	X
	

	OAR-Wind Profiling Radars VHF (AL)
	
	X
	
	


Appendix 7

Example Screen Shots from the Metis Architecture Tool of the NOSA Model
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NOSA Project Schedule Summary

Data Call Finish on Monday, Dec 16th













ID


Task Name


Duration


Start


1


Startup


11 days


Mon 8/5/02


5


Architecture Framework


15 days


Mon 8/19/02


9


Data Surveys


15 days


Mon 9/9/02


13


NOAA Forge Setup


27 days


Mon 9/16/02


20


Metis Tool Setup


47 days


Mon 9/23/02


32


Data Call


88 days


Mon 9/23/02


33


RFI prep


5 days


Thu 10/3/02


34


Id Obs Systems & POC's


10 days


Mon 9/23/02


35


Data Call Kickoff


1 day


Wed 10/30/02


36


Survey Inputs


20 days


Thu 10/31/02


37


Data Integration


10 days


Thu 11/28/02


38


LO Interviews (as req'd)


40 days


Thu 11/28/02


39


Load Data into Metis


5 days


Thu 12/12/02


40


AG Review


5 days


Thu 12/19/02


41


Update Data


5 days


Thu 12/26/02


42


SSG Review


10 days


Thu 1/2/03


43


Metis Tool Interfaces


50 days


Mon 10/28/02


50


Architecture Description


65 days


Thu 10/31/02


51


AD Outline


10 days


Thu 10/31/02


52


Develop Overview Info


20 days


Thu 11/14/02


53


Integrate Metis Models


5 days


Thu 12/19/02


54


Integrate GIS info


5 days


Mon 12/16/02


55


Write Extra Material


5 days


Thu 12/26/02


56


Draft Review


5 days


Thu 1/2/03


57


Update


5 days


Thu 1/9/03


58


Final Review


5 days


Thu 1/16/03


59


Publish


5 days


Thu 1/23/03


60


Close-Out Phase 1


25 days


Thu 1/9/03


8/19


Architecture Framework


9/9


Data Surveys


9/16


NOAA Forge Setup


10/3


RFI prep


9/23


Id Obs Systems & POC's


10/30


Data Call Kickoff


10/31


Survey Inputs


11/28


Data Integration


11/28


LO Interviews (as req'd)


12/12


Load Data into Metis


12/19


AG Review


12/26


Update Data


1/2


SSG Review


10/31


AD Outline


11/14


Develop Overview Info


12/19


Integrate Metis Models


12/16


Integrate GIS info


12/26


Write Extra Material


1/2


Draft Review


1/9


Update


1/16


Final Review


1/23


Publish


8/25


9/1


9/8


9/15


9/22


9/29


10/6


10/13


10/20


10/27


11/3


11/10


11/17


11/24


12/1


12/8


12/15


12/22


12/29


1/5


1/12


1/19


1/26


2/2


2/9


2/16


August


September


October


November


December


January


February





